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(a) Paper Summary (=2 29)

=M "ol

LoRA(Low-Rank Adaptation)= CH 2 10 &2 =hit HRO| O[M| Z=H-o| D] AL &= Ii7fHs 285

Ol = 7|Ho|Ch AlX| S80IM 2 M22 HEUKITH 0|2 22 Mol EHE|X| QUL =20l M= T
Sap e $Al A2 ES0| 0| Z AEfRICY.
1. APH 225 oY 2 e @Y £o| 7|53t LX|A|7|7| @lsh L%t LoRA adapter®| %A £2|(rank)=
294917}2

2. D Ot7|El (0], LHH|)7} | A &2{0f] o ek
3. Adapter =%|7t O] AIZIECH &S mff &dlst=

of ZES0f thet 22 LoRAZ 21X 2|1 off 2ntAMel H3S SHHsh=X|0f Ciet S0t 0|2X &S

—

HiEH
oHd
=22 Chast O RE 233 292 HAMOR BMS SRt

o o - JhE st AlLE| 20! MY DHSE ARG Lemma 12 S8 HE
T He|9l =tz = = =

E3tC}. 0= Eckart-Young-Mirsky &

Section 3: 2t A MFY (FNN) - FNN2| Z2 RelLU ¥zt et+2 Qo H[HH0| £2 =H 1tK|0|
Ct. E—E—% T IHX| Sy HERS AFgettt: (1) Mddst MER X Z L — 174 2(0]010f %—Eﬁl = ]I._‘W HEISE M
(e}


https://arxiv.org/abs/2310.17513

Section 4: EMMA XM Y EL|3 - Transformer OF7|EI 2 2tEt510| F£2 attention weight matricesOf|

1. 4 2 (Lemma 1)

o2f #BS E = W — [[/, W,2 "oIt1, 1 2912 Ry = rank(E)2 E7|8Ht LoRA-rank R €
(D)ol thel, Frozen 20| BE 7hE%| & (Wy)E, ot [, Wi + LR, (E)7t 2E r < R(L — 1)0f
CHaH non-singular2td 7HESHH CHS 0| M2 Shet,

L
i W, + AW) —W| = E
Am:rairl:erlI/Vl)gR H( Lr 1) 2 orr+1(E)
R > [Rp/L12 o, 5% ef= [[X, (W, + AW)) = WS ei5si0, f — F7t Maisict

AH AZ HFYe| B2, Assumption 1 510IA LoRA-rank R > [max; 7 rank(W; —

[L,cpe Wi)/M]0IH (M = | L/L|= uniform partition 371), rank-R 0|5}2] @2 a} Tk HE| 7t ZXs}
: | DY £} ER 2 FE mete] 2ARICE f(z) = f(z), Vo € X (23 27 X7t

boundedzt= 71 SHOf|A).

2
Rl
MH>
o
i)l
0[0
o

3. FNN Random Models (Corollary 4)

M DEo| A2 R > D/M (with probability 1)0|3 S3t Zat7} Meistct. L > Lol AILI2| 2004
2RDL ~ 2D?T 79| 8t& 7tsst nfj7fH4 2 Ef2ll mals |
D?L thu| A= QIxt 27tX| 72| | =o|ct. 2 7k H2|7} &

4. FNN 2%} 23} (Theorem 5)

LoRA-rank7} QAZECH S m, 4-th |0]0f2] ZAL @KE B = orars1(Wi — [[1epe Wi) 2 Holtt
Che Xt Abgto| Mgtk

L

L—i
E|lf(z) — f(z)la < B (?%WkF +Ek> E;
i=1 \"€



O7|M B DH7HEH 2t 129| 37| E LIEtLH = A4=0|C}. 2Xt= E}ZI 22 37|, adapter =9 R, 22|11
Frozen 2& 70| Lo 2|8l ZH™=IC},

5. Transformer (Theorem 7)

Transformer LIE| 39| Z2, Assumption 4 St0IM R > max;c(z41)[ Gi/2]0IH (G;= rank-based
functionality gap), rank-R 0|5}2| X{&=2| adapter’t ZxHst0] MSEl REO| EtZ RHE S H=S| ALt
72 attention weight matrices (W, Wi, Wy, Wo)2t feedforward layer, output projection0fl LoORAS
HEsict. YeH o2 G; ~ DO|2E R > [D/2]0|tt.

6. Final Layers Tuning H|1! (Lemma 4)

Lemma 40f| =M, 2iE RHIO[ AL 0pX|2f L — 171 2[0|0{EF F'EdH= =
C} (with probability 1). Bt LoRAE IEH 2RDL < 2D?7H9| Oj7fH42 Mstst ZALS 2hAst 4 Qlof,
L > 3¥ tf final layers tuning 2C} &1 &stA| L43}LC}.

(b) Mathematical Analysis (£ £AM)

LoRA 7|2 32X
LoRAS AtH =&l 7h5%| S0l M29 HH0|E T AW, S £7t8t= o 149% ZHESICE 2t 3|0]0f Q]
2 2k gjlojofEt D27K9]

mEﬂO"E HHL2 rank(AW;) < RO|2t= FM[ekE PHESICE Full Fine-Tuning®| 2
Oi7HEH 47 T QSHX|DOF | oRAS K29 HAS E8f O M2 nj7fH4 2 AHS ST}
M& 28 (Lemma 1)

ol2] & Mol Ef2ll RHO| JIFK|E W E, Frozen 22| L7 20|0] 7tEX[Q] &2 l L WiZ #7[¢t
Ct. ofl2] AE2 Ci3a 20| FeolElct.

L
E::W—HWl
=1

o2 &HEo| #2|2 Rp = rank(E)Z E7|stt.

XA @X}: LoRA-rank ROl CH3H, 2t 2{|0[0{2] FH|0|E HE AW,2| =27} R O[st2h= H|2F stofl A, S
= R0k B2 2 Zhof X4 72| = ChE2t 2Lt



[Tw: + aw) —w

=1

min

= ORL+1 (E)
AW :rank(AW;)<R

2

orr+1(E)e ol2f & E9| (RL + 1)-th £0|3(singular value)O|L}.

N4 29| Z24: R > [Rp/L]0IH, 8™ o= [[ (W) + AW;) = WS 2t5stn, f = F7t Mst
3

!

b o] Znt= BE HEK WY (W)L 1t 8= r < R(L — 1)0l thel [, W; + LR, (E)7} non-
singular2t= 718 St A A EletCt.

=0 AKX SHS HSE DU} ERY D 70| H2|S E SO Eafsts RO ARSI
15, (W + AW)) — [I7, Wi2, ol &e| £9/= RL o[ HY 4 Qict. &
[I, WioICt. E9| rank-RL 2AtE Lo} 02 2ai5t1, 2t AW, S TA510{ tH&IA|ZIC}

iy S&: 0| 2ot T HEO| £|H XMz=9| ZAOf| Tt Eckart-Young-Mirsky H2|E &E &2 2 &
&t A0|CH 2t HHO| XM=l Mets HHete, HE 52| 2utH =2l= olz{et Me=flS2l &el RLOIG

FNN One-layer (Lemma 2)

FNNe| H[MALE X2|5t7| o & Al H2k2 At etrt.

Medel M2k MZE ZHO XZ L — 174 20|0fe] H|MH-H S X750 O|Z one-layer ReLU FNNZt S&
SHA| BHELE Ol= M3 L — 174 2|0]0jof| Z23| 2 M HE S MEfSt 0] 200152 2 & ReLU7t &4
S| =8 SO 24 EMEICt O] 7|2 Giannou et al. (2023)2] B Z2 X+t Z10|C},

Weight Matrix Alignment: O-X|2} 2{|0[0{2] Hek HIE{S EfZU RO St M 2H ZAF Z21if(Lemma
1) 850 7tE5X| dE S LX|AF= XM=l adapterS A E St

o RS F :=W; — HlL (WIE "olst1, 1 #2|E Rp = rank(E)2 H7|3tCH 3 32t X7t
bounded supportZ 7tZICH= 748 Sto|M, R > [Rg/L]0I® f(z) = f(z) forallz € XOICt R <
[Rp/L|¥ th= Chs At &5to] MElstict:

E|f(z) — f(@)l3 < |Zlrogp 1 (E)

07| ¥ = Ezz = Q2do] 2t sizo|Ct,

FNN Multi-layer (Theorem 3)
Multi-layer FNN 2AHS 9|6 22 OHE|M M2FZ AFESICE Uniform partition2 CHE 2t 20| M o|EICt

M=|L/T|, P'={{1,..., M} {M+1,....,2M},.... {(L— )M +1,...,L}}



2} IhE|M P BRI 20| 4-th 30015 2AISH= Ol AFREICH GIE S0, L =4, L =291 32, M =
20|11 Frozen 2HO| X2 27} 2[0]0{7} Et2 2O X uf 2|0|0{S ZAFSID, CHS 271 2[0]of7t Efzl 2
Ho| = BT 20|0{Z ZAFSILL.

Assumption 1 (Non-Singularity): LoRA-rank R € [D]0l| thsH, Frozen 22| 7tEX| B ZE r <
R(M —1) % i e [L]oll cheh & [],.p. Wi + LR, (W; — HlePu W;)7t non-singular2t1 7t

Ct. Lemma 30f| =M, #HEH BHO[ AL 0| 7H2 probability 12 THEEILCE.

2|2 £9| Z2: Assumption 1 310]4f, LoRA-rank R > [max, 7 rank(W; — [ [;cpu W1)/M0IH,
rank-R 0|8t2| S at M3k HiE{ 7t ZX8t0] f(z) = f(x), Vo € X (bounded 12 S7HO|Ct Y
9| 22 R > D/MO|H (with probability 1) S&st Zut7t MESIHH, L > LY 2RDL ~ 2D2L7He|
H3e = A0| M= 2AX} 27EK] H2| == o|LCt,

a
=
rE
i
Hu
m
N
H
e
mo
Ja
0l0
ot

QX dEFel (Theorem 5)

LoRA-rank7t LA ZIECH &S ff, ZAMOZ ZAF QA7 LS 4-th 210|012 AL @ALS CHS ot 20|
Ho|strt:

Ei=opua (Wi ][ Wi
lep!

Df7HH =2 12| 37| UEtHE &8 B2 BIISIH, Ltz 24t &leto| JEistet:

I

—1

L
E|f(a) - F@)l: < 83 (ga[g]c IWillr + Ek) B
i=1 \"€

O] @xt Ast2 CHS QOIS0 ol A™EICE: (i) Et2I 2ROl oiziH ot 2o 37| (B2t || Wk #), (i)
adapter?| &=¢| Rt Frozen 22 ut EfZIl 2E 74| XIO| (E;0 7|10), (iii) Frozen 2&2| 20| L (M2 Sdl
E;of gtg).

Qxt= HIE/ A 20| M2t =X &M, £7] 2[0]0{of| M & HsH= K7t 0|= 2{|0[0{0| A SEEIL}

Transformer (Theorem 7)

Transformer HIE 932 Z<L, Assumption 4 0l R > maxc(+1)|G;/2]0IH (G;= rank-based
functionality gap), rank-R 0|3}2| adapter’t ZX5t0] M-SE 20| EfZ R EZ Het| M°H:f
attention weight matrices2t feedforward layer, output projection0®ll LORAE MEstCt, ABHOZ G
Do|22 R > [D/2]0|c},



(c) Interpretation (5l A1)

=g o HFLIS
7S e

Full Fine-Tuning®| 2<%, EfZl 22| & DH7HHJ¢ HM4= D?Lo|ct, #e @elo| 242 R > D/Mo|H
2RDL > 2D*L/M =~ 2D?LHe| & 7Hstt 07l 2 lojo| #HE FNNE EtZl ZE2 HSE 4 9
C}. E}2l @EO| £ o7t JH47F D2LO|Z 2, LoRAS| ZIHHQI HH 2 A2 IR} 277kX| 79| A|Ho|LC},
LoRAE EFZlIl S| 071~ JH=2| oF 28K O[] D7 HpEE H 2ot g4 HE0| 7HSSIC)

DY fo f 2tel 2|7t 2A24+F (max,, g rank(W; — [[;cp Wi)0l BEST), LoRA7r A8 rs ot
JHs3t i Ji47F D?LECH g 4 %UZL AP Z210] & £lof QoH o M2

LoRA= A2 HES 2 1 XAH# adapterZt XM&HSI2 2, 2] 20| sl &= 22 1712 o2

Final Layers Tuning2t2| H| !

Il

L > 32 i, LoRA= %|Ci 2D27Ho| i 42 Metst 2ZALSE THASHK| T final layers tuning2 (L —
1)D?7H2| Th7HHAE 7t T Ef2l @HS ZARSIK| 2Bt O|= LoRAZ} Of7HtHS Z 480t ofL|2t BH
H ZHOME @S EHELC

r|r ru

(d) Critical Reflection (H|ZH& A%

LoRAZS| X|Mg} otA|e} 1 =X 2 H|

Theorem 32 O|EXMOE £|X | oRA adapter?| ZXHE E&SHX| T, AX| £ X3}t 2PHO M= o SHA7L &
THSICE. Section 59| Al Z1tof| 2™, FNN 2AF ARO[ A gradient update method7t =22| 74 HHH
Ct %2 rank S0l 20t 52 EHRICL 0= O|2X Exfdat HA 74 7tsH Alo|e] Zt=3 8 A[AtetCt

— 1 —



LoRAS| =X otA| & StLt= TA| 7S A| AZ0|| Chol Th ot low-rank HCI0|EE ME%ICt= H
£ gradient’} &2 BE BE0| @ SotH S2X| 2ot BHEL. 5| ti 2 HE9 2, €8 F9=2

gradient?} £&5| MEE[X] §i0F X[ Hal7t Hz S XY 4= ULt

O 2HIZOZ, LoRAS low-rank 1= AW = BATO|M gradient= £2 B9 A 2 2 S8 AMtEIC}
O 20l M gradient’t E8 WO =0t HFE 4= UM, EF| ofl2] A E9| £o0[Zto] &2 drato M=
gradient’t Z235| MY E|X| @40t gradient 224! (gradient vanishing) $140| A4S 4= QICt O|= %| A3} 1t
HojM 320t ’“E7f EAE|LE R dhgro| /O|0|ETL M2 OI—.—OUCIJEI oA BHELCE o243 EXl=
rank RO| M[etM Y f < Alote|H, MA| HH| B= FQot Wakg T&SHX| Rt Lt

A AF 3t gradient 24 2X|E 2t I ot 74X 22 of|2] #EQ| £0|2f 2XE 8610 rank
E M3Xo=s gdust= Ao IEf Lemma 12| A0l 2H, £|& Qb= opp. 1 (F)E B™EILCE 0]= of2
E Fo| E0|gf 22Xt LoRAS| 2282 AFTCH= A2 AIAFSICE 7|& LoRAE 2 E 2akof| CHslf St

|
rankE ZESHRIT, ofl2] @&l £0[gt 2EE 1efotH I 22X rank 20| 7HSSHLt.

£0[gto| 2 'ek2 Efzll 2=uto| Xto|7} = i WO 29| gradient’t ZRSICH= 2|0|0|Ct, 2}
A o|2{gt Btakof| O B2 rankE ZHSHH, gradlent7f SR HSUOE O & SE £ U0 gradient 24 E
MNE 2teted 4= UL HICHE £0[20] &2 'ior2 MTiMo = H SRSIEE, W2 rankE 260 MA| Oi74
He OfAS E2HOZE AEE 4= ULt

o2 8 Fo| E0|Zt BE F = USVTE EdsIH, Y= W2ikta o2 MHE E0[ZHE9| thzt #Ho

H
t20 ko] Xto| 7t ALt 2|0|0|2 2, o2 et ek I B2 rankE 2E3t= A0

THHOR, E0[ZE 37| 292 MG 0 (E) > 02(F) > > op(F)2t stH, 2H £E0|2F wE
Off CHoll MSH2E rankE & = UL O S0, &2 R719] E0[2t Yoz =2 rankE, LIHX| &
oFoll= H2 rankE got= LA0|CL 0|2 AlO = HGHH
R Ri+R;
AW = ZJI(E)uiv;-F + Z aZ(E)ulv;T
i=1 i=R1+1

O7IM Ri2t Ro= 2t #2tofl 2 rankO|H, u; ot v;= 22 UE V2l i-th & #E{ 0|},

E0|2t 7|8t 38X rank 22 21tE HESY| ?loh 2o =X AHS +AHSIALE. o] B B €
Z 7I:I % x~
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def adaptive_rank_allocation(U, S, R_total):

||||||§O|g/|\. j||j‘_|_ &!%&! r‘ank Sal-%l.llllll

R1 = int(R_total * 0.7) # 2 S0lgt Y&l 70% rank

np.zeros((D, R_total))
np.zeros((D, R_total))

>
1

I+~

# &% R4 S0Iat &0 O E2 rank 2
for i in range(R1):
B[:, i] = U[:, i] * np.sqrt(S[i])
Al:, i] = U[:, 1] * np.sqrt(S[i])

# LIOHAI &0l 82 rank 2
for i in range(R1l, R_total):
if i < D:

B[:, i]

Al:, i]

U[:, i] * np.sqrt(S[i]) * 0.5
U[:, i] * np.sqgrt(S[i]) * @.5

return B, A

Lemma 12| ZTHE SHas1®, £0|2} 7|8 HSH rank SYS MKl rank GlAFS BBX O BHE & QiCh
| rank OilAF0] RLE H$te|of Q2 f, S0|2¢0] 2 wekol| Cf B rankS SstE HAl 2AF QAS B
o 4 Qict.

A8PHOR DHE rank 04t Ry = RL 810IM, E0|2t 7|8t Sete 2 £|53t £8|S 23tk

Rn}%m OR..+1(E) subject to E R; = Riotal
154025. -« .
(2

O] 2= 502t 220 W2} rankE HIMEHMO = eTdt= 2[Hst ZH = = &= AUCH E0|20| S| 4
St= 2%, &%l H i Yol HSHQZ rankE EFot= 20| 2EH0|Ct

Oh7HiH 4 44 ZBOIM, 71 LoRAS 2RDHO| Dh7ei42 ALS3ICE S0j2k Jlut M X sigto| 32, 5
0|2t 20| uf2} rank HEHSRIZ FH| 074 4 SUSHH| SR 4 QICk. T8, Solgto] BEE

EEE VI 2R, STt iHsZEE O L2 2AE 24 & ok



4 & At AW, Lemma 12| O|2X Zutet MAAEA HE |0 =545 40| 0[St

SO st2 = 7| AL H|E0| HMSICtH =W, £0]
=X =1

FEOllM S0lgt 227t tHateh 4= UCt.
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